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Goal: Establishing semantic correspondences between images depicting different 
instances of the same object or scene category.  
Motivation:  
�  Geometric consistency constraint is a key factor in semantic matching. 
� Previous approaches focus on either combining a spatial regularizer with hand-
crafted features, or learning a correspondence model for appearance only.  
Key contributions: 
� A simple and efficient model for learning to match regions using both appearance 
and geometry. 
� A convolutional neural network, SCNet, to learn semantic correspondence with 
region proposals. 
� State-of-the-art results on several benchmarks, clearly demonstrating the advantage 
of learning both appearance and geometric terms. 

 

Problem Definition and Contribution 

Problem Formulation 
Probabilistic Hough matching (PHM) [1, 2]: 

In our learning framework, we consider similarity rather than 
probabilities: 

x runs over a grid of predefined offset values, and h(m) assigns 
match m to the nearest offset point. 

We can learn our similarity function by minimizing w.r.t the 
network parameters w: 

SCNet Architectures 
Three variants are proposed: SCNet-AG, SCNet-AG+, and 
SCNet-A. Colored boxes represent layers with learning 
parameters and the boxes with the same color share the same 
parameters. “×K” denotes the voting layer for geometric 
scoring.  
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Experiments 
Qualitative results: region matching 

Qualitative results: dense matching 

Quantitative results 

Project webpage: http://www.di.ens.fr/willow/research/scnet/ 
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The basic architecture. It learns a single embedding for both 
appearance and geometry.   

A simplified variant. It learns appearance information only by 
making the voting layer an identity function.  

An extended variant. It learns an additional and separate 
embedding for geometry. 

 

Region r = (f, l) : feature f and location l  
Data D = (R, R’) : two sets of regions R and R’  
Match m = (r, r’) : a pair of regions in R × R’  
Offset of m as x = l – l’ : displacement between r and r’ 
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appearance + geometry 
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single embedding 
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